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ABSTRACT
Emotion is a cognitive mechanism that directs an agent’s thoughts
and attention to what is relevant, important, and significant. Such
a mechanism is crucial for the design of resource-bounded agents
that must operate in highly-dynamic, semi-predictable environments
and which need mechanisms for allocating their computational re-
sources efficiently. The aim of this work is to propose a logical
analysis of emotions and their influences on an agent’s behaviour.
In particular, we focus on four emotion types (i.e., hope, fear, joy,
and distress) and provide their logical characterizations in a modal
logic framework. As the intensity of emotion is essential for its
influence on an agent’s behaviour, the logic is devised to represent
and reason with graded beliefs, graded goals and intentions. The
belief strength and the goal strength determine the intensity of emo-
tions. Emotions trigger different types of coping strategy which are
aimed at dealing with emotions either by forming or revising an in-
tention to act in the world, or by changing the agent’s interpretation
of the situation (by changing beliefs or goals).

1. INTRODUCTION
Autonomous software agents are assumed to have different (pos-

sibly conflicting) objectives, able to sense their environments, up-
date their states accordingly, and decide which actions to perform
at any moment in time. The decision behaviour of such software
agents can be effective and practical only if they are able to con-
tinuously and adequately assess their (sensed) situation and update
their states with relevant information and crucial objectives. For
example, a robot with a plan to transport a container to its target
position may perceive it has low battery charge. The robot may as-
sess the state of its battery charge as being relevant for its objective
to have the container at its target position (or another less battery
demanding transport objectives), and update its state by suspend-
ing the current battery demanding transport plan. Such assessment
and update may cause the agent to decide to charge its battery right
away or to focus on a less battery demanding transport objective.

Emotions is thought to be a (cognitive) mechanism that directs
one’s thoughts and attention to what is relevant, important, and
significant in order to ensure effective behaviour. The aim of this
work is to propose a logical analysis of the relationships between
emotion and cognition. An understanding of these relationships is
particularly important in the perspective of the design of resource-
bounded agents that must survive in highly-dynamic, semi-predictable
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environments and which need mechanisms for allocating their com-
putational resources efficiently. Indeed, as it has been stressed by
several authors in psychology and economics, emotions provide
heuristics for preventing excessive evaluation and deliberation by
pruning of search spaces [5] and for interrupting normal cognition
when unattended goals require servicing [20], and signals for belief
revision [14].

Our approach is inspired by the appraisal and coping models of
human emotions [15, 12, 8]. According to these models of emo-
tions, an agent continuously appraises its situation (e.g., low bat-
tery charge endangers the objective of having a container at its tar-
get position) after which emotions can be triggered (e.g., fear to
fail having a container at its target position). The triggered emo-
tions can affect the agent’s behaviour depending on their intensities
which is determined by various parameters such as the level of de-
sirability and unexpectedness of their assessment. There are often
a set of strategies that can be used to cope with any emotion, for
example, by updating the agent’s mental state (e.g., being fearful
that the transportation plan does not place the container on its tar-
get position causes the agent to reconsider its plan and charge its
battery before performing the transportation plan). The exact strat-
egy to adopt depends on many issues such as the agent’s type or its
environmental context.

We first propose, in Section 2, a dynamic logic with special op-
erators which allow to represent the intentions of a cognitive agent
as well as its beliefs and goals with their corresponding strengths.
Then, in Section 3, we provide a logical analysis of the intensity of
different emotions such as hope, fear, joy and distress. Following
current psychological theories of emotion, we assume that intensity
of these emotions is a function of the belief strength and the goal
strength. In Section 4, we extend the logic with special operators to
formally characterize different kinds of coping strategies which are
aimed at dealing with emotions either by forming or revising an in-
tention to act in the world, or by changing the agent’s interpretation
of the situation (by changing belief strength or goal strength). A
complete axiomatization and a decidability result for the logic are
given in Section 5. Related works are discussed in Section 6.

2. A DYNAMIC LOGIC OF GRADED MEN-
TAL ATTITUDES

This section presents the syntax and the semantics of the logic
DL-GA (Dynamic Logic of Graded Mental Attitudes). This logic is
designed to represent beliefs, goals, and intentions, where beliefs
and goals have degree of plausibility and desirability, respectively.

2.1 Syntax
Assume a finite set of atomic propositions describing physical

facts (i.e., facts about the physical world) Atm = {p, q, . . .}, a finite
set of physical actions (i.e., actions modifying the physical world)



PAct = {a, b, . . .}, a finite set of positive integers Num+ = {x : 0 ≤
x ≤ max}, with max ∈ N. We note Num− = {−x : x ∈ Num+}

the corresponding set of negative integers. We suppose that the set
PAct includes the (in)action skip, i.e., the action of doing nothing.
We note Lit the set of literals and l, l′, . . . the elements of Lit. For
every literal l, we note l̄ the complementary of l, that is, if l is p
then l̄ is ¬p and if l is ¬p then l̄ is p. Finally, we define the set of
propositional formulas Prop as the set of all Boolean combinations
of atomic propositions.

The language L of DL-GA is defined by the following grammar
in Backus-Naur Form (BNF):

Act : α F a | ∗ϕ
Fml : ϕ F p | exch | Deskl | Inta |

¬ϕ | ϕ ∧ ϕ | [K]ϕ | [α]ϕ

where p ranges over Atm, h ranges over Num+, l ranges over Lit,
k ranges over Num+ ∪ Num−, and a ranges over PAct. The other
Boolean constructions >, ⊥, ∨, → and ↔ are defined in the stan-
dard way.

The set of actions Act includes both physical actions and sens-
ing actions of the form ∗ϕ. A sensing action is an action which
consists in modifying the agent’s beliefs in the light of a new in-
coming evidence. In particular, ∗ϕ is the mental action (or process)
of learning that ϕ is true. As we will show in Section 2.3, techni-
cally this amounts to an operation of beliefs’ conditionalization in
Spohn’s sense [21].

The set of formulas Fml contains special constructions exch,
Deskl and Inta which are used to represent the agent’s mental state.
Formulas exch are used to identify the degree of plausibility of a
given world for the agent. We here use the notion of plausibil-
ity first introduced by Spohn [21]. Following Spohn’s theory, the
worlds that are assigned the smallest numbers are the most plausi-
ble, according to the beliefs of the individual. That is, the number
h assigned to a given world rather captures the degree of exception-
ality of this world, where the exceptionality degree of a world is
nothing but the opposite of its plausibility degree (i.e., the excep-
tionality degree of a world decreases when its plausibility degree
increases). Therefore, formula exch can be read alternatively as
“the current world has a degree of exceptionality h” or “the current
world has a degree of plausibility max − h”.

Formula Deskl has to be read “the state of affairs l has a degree of
desirability k for the agent”. Degree of desirability can be positive,
negative or equal to zero. Suppose k > 0. Then Deskl means that
“the agent wishes to achieve l with strength k”, whereas Des−kl
means that “the agent wishes to avoid l with strength k”. Des0l
means that “the agent is indifferent about l” (i.e., the agent does not
care whether l is true or false). For notational convenience, in what
follows we will use the following abbreviations:

AchGoalkl def= Deskl for k > 0
AvdGoalkl def= Des−kl for k > 0

Indiff l def= Des0l
where AchGoal, AvdGoal and Indiff respectively stand for achieve-
ment goal, avoidance goal and indifference.

Formulas Inta capture the agent’s intentions. We assume that
the agent’s intentions are only about physical actions and not about
sensing actions. The formula Inta has to be read “the agent has the
intention to perform the physical action a” or “the agent is commit-
ted to perform the physical action a”.

The logic DL-GA has also epistemic operators and modal oper-
ators that are used to describe the effects of a given action α. The
formula [α]ϕ has to be read “after the occurrence of the action α, ϕ
will be true”. The operator 〈α〉 is the dual of [α].

[K]ϕ has to be read “the agent knows that ϕ is true”. This con-
cept of knowledge is the standard S5-notion, partition-based and

fully introspective, that is commonly used in computer science and
economics [7]. The operator 〈K〉 is the dual of [K]. As we will
show in the Section 2.5, the operator [K] captures a form of ‘abso-
lutely unrevisable belief’, that is, a form of belief which is stable
under belief revision with any new evidence. A similar property
for the notion of knowledge has been advanced by the so-called
defeasibility (or stability) theory of knowledge [10, 19].

2.2 Physical action description
Similarly to Situation Calculus [17], in our framework physical

actions are described in terms of their executability preconditions
and of their positive and negative effect preconditions. In particular,
we define a function

Pre : PAct −→ Prop
to map physical actions to their executability preconditions. It is
natural to assume that Pre(skip) = >, i.e., the agent can always be
inactive. Using the notion of executability precondition, we define
special dynamic operators for physical actions of the form 〈〈a〉〉,
where 〈〈a〉〉ϕ has to be read “ the physical action a is executable
and, ϕ will be true afterwards”:

〈〈a〉〉ϕ def
= Pre(a) ∧ [a]ϕ

Moreover, we introduce two functions
γ+ : PAct × Atm −→ Prop
γ− : PAct × Atm −→ Prop

mapping physical actions and atomic propositions to propositional
formulas. The formula γ+(a, p) describes the positive effect pre-
conditions of action a with respect to p, whereas γ−(a, p) describes
the negative effect preconditions of action a with respect to p. The
former represent the necessary and sufficient conditions for ensur-
ing that p will be true after the occurrence of the physical action
a, while the latter represent the necessary and sufficient conditions
for ensuring that p will be false after the occurrence of the physical
action a. We make the following coherence assumption:

(COHγ) for every a ∈ PAct and p ∈ Atm, γ+(a, p) and γ−(a, p)
must be logically inconsistent.

This assumption ensures that actions do not have contradictory ef-
fects. As to the action skip, we assume that γ+(skip, p) = {p} and
γ−(skip, p) = {¬p}, i.e., the agent can make p true/false by doing
nothing if and only if p is already true/false.

2.3 Models and truth conditions
The semantics of the logic DL-GA is a possible world seman-

tics with special functions that map states and formula to numbers
denoting the grades of plausibility and desires, respectively.

Definition 1 (Model). DL-GA-models are tuples M = 〈W,∼
, κexc,D,I,V〉 where:

• W is a nonempty set of possible worlds or states;

• ∼ is an equivalence relation between worlds in W;

• κexc : W −→ Num+ is a total function from the set of possible
worlds into the set of positive integers Num+;

• D : W × Lit −→ Num+ ∪ Num− is a total function mapping
worlds and literals to positive and negative integers;

• I : W −→ 2PAct is a total function called commitment func-
tion, mapping worlds to sets of physical actions;

• V : W −→ 2Atm is a valuation function.



As usual, p ∈ V(w) means that proposition p is true at world w.
The equivalence relation ∼, which is used to interpret the epistemic
operator [K], can be viewed as a function from W to 2W . Therefore,
we can write ∼ (w) = {v ∈ W : w ∼ v}. The set ∼ (w) is the
agent’s information state at world w: the set of worlds that the agent
considers possible at world w or, the set of worlds that the agent
cannot distinguish from world w. As ∼ is an equivalence relation,
if w ∼ v then the agent has the same information state at w and v
(i.e., the agent has the same knowledge at w and v).

The function κexc represents a plausibility grading of the pos-
sible worlds and is used to interpret the atomic formulas exch.
κexc(w) = h means that, according to the agent the world w has
a degree of exceptionality h or, alternatively, according to the agent
the world w has a degree of plausibility max − h. (Remember that
the degree of plausibility of a world is the opposite of its excep-
tionality degree). The function κexc allows to model the notion
of belief: among the worlds the agent cannot distinguish from a
given world w (i.e., the agent’s information state at w), there are
worlds that the agent considers more plausible than others. For ex-
ample, suppose that ∼ (w) = {w, v, u}, κexc(w) = 2, κexc(u) = 1
and κexc(v) = 0. This means that at world w the agent cannot dis-
tinguish the three worlds w, v and u, that is, {w, v, u} is the set of
worlds that the agent considers possible at world w. Moreover, ac-
cording to the agent, the world v is strictly more plausible than the
world u and the world u is strictly more plausible than the world w
(as max − 0 > max − 1 > max − 2).

The function D is used to interpret the atomic formulas Deskl.
Suppose k > 0. Then, D(w, l) = k means that, at world w, l has
a degree of desirability k; whereas D(w, l) = −k means that, at
world w, l has a degree of desirability −k — or equivalently, l has
a degree of undesirability k —. D(w, l) = 0 means that the agent is
indifferent about l.

The function I is used to interpret the atomic formulas Inta. For
every world w ∈ W, if I(w) is defined then I(w) identifies the phys-
ical actions that the agent intends to perform. Thus, I(w) denotes
the set of intentions the agent is committed to now and I(w) = ∅

means that the agent has not decided what to do.
Note that in our dynamic setting an agent may be committed to

perform an action even though it believes that this is a suboptimal
choice, i.e., we do not require agents to have intentions because
of their desirable consequences. An agent may have an intention
without desiring its consequence because, for example, it is obliged
or asked to adopt the intention or because its beliefs and desires
may change due to a sensing action. In our running example, the
robot may have the intention to transport a container to a given
target position, while it believes that this is a suboptimal choice as
it has just learnt that it does not have sufficient battery power to
accomplish the task.

Moreover, we do not assume that D(w, l̄) = −D(w, l). In fact,
the undesirability of an event does not always coincide with the
desirability of its negation. For example, an agent might desire ‘to
gain 100 e’, even though ‘not gaining 100 e’ is not undesirable for
him. The agent is simply indifferent about this result.

Definition 2 (Truth conditions). Given a DL-GA-model M, a
world w and a formula ϕ, M,w |= ϕ means that ϕ is true at world
w in M. The rules defining the truth conditions of formulas are:

• M,w |= p iff p ∈ V(w)

• M,w |= exch iff κexc(w) = h

• M,w |= Deskl iffD(w, l) = k

• M,w |= Inta iff a ∈ I(w)

• M,w |= ¬ϕ iff not M,w |= ϕ

• M,w |= ϕ ∧ ψ iff M,w |= ϕ and M,w |= ψ

• M,w |= [K]ϕ iff M, v |= ϕ for all v with w ∼ v

• M,w |= [α]ψ iff Mα,w |= ψ

where the updated model Mα is defined according to the Definitions
3 and 5 below.

Definition 3 (Update via physical action). Given a DL-GA-model
M = 〈W,∼, κexc,D,I,V〉, The update of M by a is defined as
Ma = 〈W,∼, κexc,D,I

a,Va〉 such that for all w ∈ W:

Ia(w) = I(w) \ {a}
Va(w) = (V(w) ∪ {p : M,w |= γ+(a, p)})\

{p : M,w |= γ−(a, p)}

The performance of a physical action a makes the commitment
function I to remove a from the set of intentions. That is, if an
agent intends to perform the physical action a, then after the per-
formance of a the agent does not intend to perform a anymore. Of
course, the agent may adopt intention a again by, for example, per-
forming an intention update operation (see section 4.1). Physical
actions modify the physical facts via the positive effect precondi-
tions and the negative effect preconditions, defined in Section 2.2.
In particular, if the positive effect preconditions of action a with
respect to p holds, then p will be true after the occurrence of a; if
the negative effect preconditions of action a with respect to p holds,
then p will be false after the occurrence of a.1

A sensing action updates the agent’s information state by mod-
ifying the exceptionality of the worlds of the agent’s model and
based on the sensed information. Before defining such model up-
dates, we follow [21] and lift the exceptionality of a possible world
to the exceptionality of a formula viewed as a set of worlds.

Definition 4 (Exceptionality degree of a formula). The excep-
tionality degree of a formula ϕ at world w, noted κw

exc(ϕ), is defined
as follows:

κw
exc(ϕ) def= min{κexc(v) : M, v |= ϕ and w ∼ v}.

As expected, the plausibility degree of a formula ϕ, noted κw
plaus(ϕ),

is defined as max − κw
exc(ϕ).

Definition 5 (Update via sensing action). Given a DL-GA-model
M = 〈W,∼, κexc,D,I,V〉. The update of M by the sensing action
∗ϕ is defined as M∗ϕ = 〈W,∼, κ∗ϕexc,D,I,V〉 such that for all w:

κ
∗ϕ
exc(w) =

κexc(w) − κw
exc(ϕ) if M,w |= ϕ

CutBel(κexc(w) + δ) if M,w |= ¬ϕ

where δ ∈ Num+ \ {0} and

CutBel(x) =


x if 0 ≤ x ≤ max
max if x > max
0 if x < 0

CutBel is a minor technical device, taken from [3], which ensures
that the new plausibility assignment fits into the finite set of natural
numbers Num+. The parameter δ is a conservativeness index which
captures the agent’s disposition (or personality trait) to radically
1Note that the order of the set theoretic operations in the definition
seems to privilege negative effect preconditions; however, due to
the coherence assumption COHγ made in Section 2.2 the effects of
a physical action will never be inconsistent.



change its beliefs in the light of a new evidence. More precisely,
the higher is the index δ, and the higher is the agent’s disposition
to decrease the plausibility degree of those worlds in which the
learnt fact ϕ is false. (When δ = max, the agent is minimally
conservative). We assume that δ is different from 0 in order to
ensure that, after learning that p is true, the agent will believe p for
every proposition p ∈ Atm (see validity (4) in Section 2.5 below).

In the sequel we write |=DL-GA ϕ to mean that ϕ is valid in DL-GA
(ϕ is true in all DL-GA-models).

2.4 Definition of graded belief
Following [21], we define the concept of belief as a formula

which is true in all worlds that are maximally plausible (or min-
imally exceptional).

Definition 6 (Belief, Bel). In model M at world w the agent
believes that ϕ is true, i.e., M,w |= Belϕ, if and only if, for every v
such that w ∼ v, if κexc(v) = 0 then M, v |= ϕ.

The following concept of graded belief is taken from [11]. At world
w the agent believes that ϕ with strength at least h if and only if,
all possible worlds in which ϕ is false are exceptional with at least
degree h (or all possible worlds in which ϕ is false are plausible at
most degree max − h).

Definition 7 (Graded belief, Bel≥h). In model M at world w
the agent believes that ϕ with strength at least h, i.e., M,w |=

Bel≥hϕ, if and only if, κw
exc(¬ϕ) ≥ h.

An agent has the strong belief that ϕ if and only if either it knows
that ϕ is true (i.e., it has an unrevisable belief that ϕ is true) or it
believes that ϕ is true with maximal strength max.

Definition 8 (Strong belief, SBel). In model M at world w
the agent strongly believes that ϕ (or at w the agent is certain that
ϕ is true), i.e., M,w |= SBelϕ, if and only if M, v |= ϕ for all v with
w ∼ v or κw

exc(¬ϕ) = max.

As the following proposition highlights, the concepts of belief,
graded belief and strong belief semantically defined in Definitions
6-8 are all syntactically expressible in the logic DL-GA.

Proposition 1. For every DL-GA-model M and world w:

1. M,w |= Belϕ iff M,w |= [K](exc0 → ϕ)

2. M,w |= Bel≥hϕ iff M,w |=
∨

m∈Num+ :m≥h(〈K〉(excm ∧ ¬ϕ) ∧∧
k∈Num+ :k<m[K](exck → ϕ))

3. M,w |= SBelϕ iff M,w |=
∧

k∈Num+ :k<max[K](exck → ϕ)

The operators of type Bel≥h introduced above enable to specify
a concept of graded belief of the form “the agent believes that ϕ
with strength h” in which the exact strength of the agent’s belief is
specified. We assume that “the agent believes that ϕ exactly with
strength h”, noted Belhϕ if and only if, the agent believes that ϕ
with strength at least h and it is not the case that the agent believes
that ϕ with strength at least h+1. Formally, for every h < max, we
define:

Belhϕ def
= Bel≥hϕ ∧ ¬Bel≥h+1ϕ

2.5 Some properties of epistemic attitudes
The following validities highlight some interesting properties of

beliefs. For every h, k ∈ Num+ we have:

|=DL-GA [K]ϕ→ ¬Bel≥hϕ (1)

|=DL-GA Belϕ↔ Bel≥1ϕ (2)
|=DL-GA SBelϕ↔ ([K]ϕ ∨ Bel≥maxϕ) (3)
|=DL-GA [∗ϕ]Belϕ if ϕ ∈ Prop (4)

|=DL-GA [K]ϕ→ [∗ψ][K]ϕ if ϕ ∈ Prop (5)

|=DL-GA (Bel≥hϕ ∧ Bel≥kψ)→ Bel≥min{h,k}(ϕ ∧ ψ) (6)

|=DL-GA (Bel≥hϕ ∧ Bel≥kψ)→ (Bel≥max{h,k}(ϕ ∨ ψ) ∨ [K](ϕ ∨ ψ))
(7)

The validity (1) highlights that knowledge and graded belief are
distinct concepts. According to the validity (2), belief is graded
belief with strength at least 1. According to the validity (3), the
agent has the strong belief that ϕ (i.e., the agent is certain that ϕ) if
and only if, either it knows that ϕ is true (i.e., it has an unrevisable
belief that ϕ is true) or it believes that ϕ with maximal strength
max. The validity (4) highlights a basic property of belief revision
in the sense of AGM theory [2]: if ϕ is a propositional formula then,
after learning that ϕ is true, the agent believes that ϕ is true. The
validity (5) highlights a basic property of knowledge as unrevisable
belief (see Section 2.1 for a discussion): if ϕ is a propositional
formula and the agent knows that ϕ is true then, after learning a
new fact ψ, it will continue to know that ϕ is true. In this sense,
knowledge is stable under belief revision. According to the validity
(6), if the agent believes that ϕ with strength at least h and believes
that ψ with strength at least k, then the strength of the belief that
ϕ∧ψ is at least min{h, k}. According to the validity (7), if the agent
believes that ϕ with strength h and believes that ψ with strength
k, then either it believes ϕ ∨ ψ with strength at least max{h, k} or it
knows that ϕ∨ψ. (Remember that knowledge and graded belief are
distinct concepts). Similar properties for graded belief are given in
possibility theory [6].

3. EMOTIONS AND THEIR INTENSITY
We use the modal operators of graded belief and graded goal of

the logic DL-GA to provide a logical analysis of emotions such as
hope, fear, joy and distress with their intensities. We here consider
emotions defined with respect to the agent’s actions and intentions.

According to some psychological models [16, 12, 15] and com-
putational models [9, 4] of emotions, the intensity of hope with
respect to a given event is a monotonically increasing function of
the degree to which the event is desirable and the likelihood of the
event. That is, the higher is the desirability of the event, and the
higher is the intensity of the agent’s hope that this event will occur;
the higher is the likelihood of the event, and the higher is the inten-
sity of the agent’s hope that this event will occur. Analogously, the
intensity of fear with respect to a given event is a monotonically
increasing function of the degree to which the event is undesirable
and the likelihood of the event. There are several possible merging
functions which satisfy these properties. For example, we could de-
fine the merging function merge as an average function, according
to which the intensity of hope about a certain event is the average of
the strength of the belief that the event will occur and the strength
of the goal that it will occur. That is, for every h, k ∈ Num+ rep-
resenting respectively the strength of the belief and the strength of
the goal, we could define merge(h,k) as h+k

2 . Another possibility is
to define merge as a product function h × k (also used in [9, 16]),
according to which the intensity of hope about a certain event is the
product of the strength of the belief that the event will occur and
the strength of the goal that it will occur. Here we do not choose
a specific merging function, as this would much depend on the do-



main of application in which the formal model has to be used. The
emotion intensity scale is defined by the following set:

EmoInt = {y : there are x1, x2 ∈ Num+ such that merge(x1,x2) = y}

As Num+ is finite, EmoInt is finite too.
Let us define the notions of hope and fear with their correspond-

ing intensities. We say that the agent hopes with intensity i that
its current intention to perform the action a will lead to the desir-
able consequence l if and only if, there are h, k ∈ Num+ \ {0} such
that merge(h,k) = i and h < max and: (1) the agent believes with
strength h that the physical action a is executable and l will be true
afterwards, (2) the agent wishes to achieve l with strength k, (3) the
agent intends to perform the physical action a.2 Formally:
Hopei(a, l) def=

∨
h,k∈Num+\{0}:h<max and merge(h,k)=i(Belh〈〈a〉〉l∧

AchGoalkl ∧ Inta)
We say that the agent fears with intensity i that its current in-

tention to perform the action a will lead to the undesirable con-
sequence l if and only if, there are h, k ∈ Num+ \ {0} such that
merge(h,k) = i and h < max and: (1) the agent believes with
strength h that the action a is executable and l will be true after-
wards, (2) the agent wishes to avoid l with strength k, (3) the agent
intends to perform the action a. Formally:
Feari(a, l) def=

∨
h,k∈Num+\{0}:h<max and merge(h,k)=i(Belh〈〈a〉〉l∧

AvdGoalkl ∧ Inta)
In the preceding definitions of hope and fear, the strength of the

belief is supposed to be less than max in order to distinguish hope
and fear, which imply some form of uncertainty, from happiness
and distress which are based on certainty. Indeed, we have that:

|=DL-GA Hopei(a, l)→ ¬SBel〈〈a〉〉l (8)

|=DL-GA Feari(a, l)→ ¬SBel〈〈a〉〉l (9)

This means that if an agent hopes/fears that its plan to perform
the action a will lead to the desirable/undesirable result l, then
it is not certain about that. For example, if our robot hopes to
place a container at a given target position by its transport plan,
then the robot cannot be certain that the container will be at the
target position after performing the transport plan. On the con-
trary, to be joyful/distressed that its current intention to perform the
action a will lead to the desirable/undesirable consequence l, the
agent should be certain that its intention to perform the action a
will lead to the desirable/undesirable consequence l. This is con-
sistent with OCC (Ortony, Clore & Collins) psychological model
of emotions [15] according to which, while joy and distress are
triggered by actual consequences, hope and fear are triggered by
prospective consequences (or prospects). Like [9], we here inter-
pret the term ‘prospect’ as synonymous of ‘uncertain consequence’
(in contrast with ‘actual consequence’ as synonymous of ‘certain
consequence’).

The following are our definitions of joy and distress about ac-
tions:

Joyi(a, l) def=
∨

k∈Num+\{0}:merge(max,k)=i(SBel〈〈a〉〉l∧
AchGoalkl ∧ Inta)

Distressi(a, l) def=
∨

k∈Num+\{0}:merge(max,k)=i(SBel〈〈a〉〉l∧
AvdGoalkl ∧ Inta)

where Joyi(a, l) and Distressi(a, l) respectively mean that “the
agent is joyful that its current intention to perform the action a will
lead to the desirable consequence l” and “the agent is distressed that
its current intention to perform the action a will lead to the unde-

2Hope and fear require that the agent has at least a minimal degree
of belief 1 and is not indifferent about l. This is the reason why we
assume that h and k have to be different from 0.

sirable consequence l”. Note that, when computing the intensity of
joy and distress, the belief parameter in the merging function merge
is set to max because strong belief is equivalent to knowledge or to
graded belief with maximal strength (validity (3) in Section 2.5).

We here distinguish distress from sadness by adding a condition
to the definition of distress: the appraisal variable called control-
lability or control potential [18]. That is, to be sad that its current
intention to perform the action a will lead to the undesirable result
l, the agent should be certain that it has no control over the undesir-
able result l, in the sense that the agent cannot prevent l to be true
— which is the same thing as saying that l will be true after every
executable action of the agent —.

Sadnessi(a, l) def= Distressi(a, l) ∧ SBel¬Control l

with
Control ϕ def

=
∨

b∈PAct

〈〈b〉〉¬ϕ

where Control ϕ means “the agent has control over ϕ” (or “the
agent can prevent ϕ to be true”). Our definition is consistent with
some psychological theories [18, 12] according to which, undesir-
able states of affairs that not be controlled makes one to be sad.

Example 1. Consider again our robot which can decide to trans-
port either container number 1 or container number 2 to a given
target position. The former task is more demanding than the lat-
ter task, as container number 1 is much heavier than container
number 2. In particular, the former task requires at least a full
battery charge, whereas the latter requires at least a half battery
charge. This means that the action of transporting container num-
ber 1 (transport1) and the action of transporting container number
2 (transport2) have the following positive and negative effect pre-
conditions with respect to the objective of placing a container at
the target position (pos):
γ+(transport1, pos) = { f ullCharge},
γ−(transport1, pos) = {¬ f ullCharge ∧ ¬pos},
γ+(transport2, pos) = { f ullCharge ∨ hal fCharge},
γ−(transport2, pos) = {¬hal fCharge ∧ ¬ f ullCharge ∧ ¬pos}.
Let us assume that the two actions are always executable:
Pre(tranport1) = Pre(tranport2) = >.

Suppose now that in the state w the robot intends to transport the
container number 1 to the target position and finds it undesirable
with the degree k not to have a container at the target position, i.e.,

M,w |= AvdGoalk¬pos ∧ Inttransport1
Moreover, suppose that the robot is certain that in the current situ-
ation there is no container at the target position, i.e.,

M,w |= SBel¬pos
Finally, suppose that the robot is minimally conservative in revising
its beliefs, that is, δ = max.

The robot observes its battery load and realizes that it does not
have a full battery charge but only a half battery charge. After the
observation, the robot will strongly believe that its current plan will
not place any container at the target position, i.e.,

M∗hal fCharge∧¬ f ullCharge,w |= SBel〈〈transport1〉〉¬pos
It should be noted that the new model M∗hal fCharge∧¬ f ullCharge is ex-
actly the same as M except for the plausibility value κexc. This
implies that we have,

M∗hal fCharge∧¬ f ullCharge,w |= AvdGoalk¬pos∧
Inttransport1 ∧ SBel〈〈transport1〉〉¬pos

and therefore for merge(max,k) = i we have
M∗hal fCharge∧¬ f ullCharge,w |= Distressi(transport1,¬pos)

This means that, after having observed that it does not have a full
battery charge but only a half battery charge, the robot is distressed
with intensity i that, if it follows its current plan, then it will not suc-
ceed in placing a container at the target position.



4. FROM APPRAISAL TO COPING
In the previous section, we characterized emotions in terms of

beliefs, (achievement and avoidance) goals, and intentions, and
formalized their intensities in terms of belief strength and goal
strength. Emotions with high intensity are thought to influence
an agent’s behavior in order to cope with relevant and significant
events and their consequences (represented by graded beliefs and
goals). In general, coping can be seen as a cognitive mechanism
whose aim is to discharge a certain emotion by modifying one or
more of the mental attitudes (e.g., beliefs, goals, intentions) that
contributed to the emotion [12]. For example, our robot can cope
with its distress that if it follows its current plan then it will not
succeed in placing a container at the target position, by reconsid-
ering its current plan. The coping mechanism determines various
types of responses, also called coping strategies. In this section, we
consider three types of coping strategies: coping strategies affect-
ing intentions, coping strategies affecting beliefs and coping strate-
gies affecting goals. More precisely, we consider coping strategies
which deal with emotion either by forming or revising an intention
to act in the world, or by changing the agent’s interpretation of the
situation (by changing belief strength or goal strength).

4.1 Coping strategies: syntax and semantics
We extend the logic DL-GA with three different kinds of coping

strategies: (1) coping strategies affecting the agent’s beliefs of the
form ϕ ↑Bel and ϕ ↓Bel, (2) coping strategies affecting the agent’s
goals of the form l↑Des and l↓Des, and (3) coping strategies affecting
the agent’s intentions of the form −a and +a. We call DL-GA+ the
resulting logic. ϕ↑Bel consists in increasing the belief strength about
ϕ, while ϕ↓Bel consists in reducing the belief strength about ϕ. l↑Des

consists in increasing the desirability of l, while l↓Des consists in
reducing the desirability of l. Finally, −a consists in removing the
intention Inta, while +a consists in generating the intention Inta.

The set of coping strategies is defined by the following grammar:

CStr : β F ϕ↑Bel| ϕ↓Bel| l↑Des| l↓Des| −a | +a

where ϕ ranges over Fml, l ranges over Lit, and a ranges over PAct.
For every coping strategy, we introduce a corresponding dynamic
operator. Therefore, DL-GA+ contains six types of modal operators
[ϕ↑Bel], [ϕ↓Bel], [l↑Des], [l↓Des], [−a] and [+a], where [β]ψ has to be
read “after the occurrence of β, ψ will be true”, with β ∈ CStr.

As expected, the truth conditions of the new operators are given
in terms of model transformation. For every β ∈ CStr we define:

M,w |= [β]ψ iff Mβ,w |= ψ
The updated model Mβ is defined according to the following Defi-
nitions 9-11. Coping strategies affecting belief strength about ϕ ei-
ther increase or decrease the exceptionality of the worlds in which
ϕ is false with ω unit. ω is a parameter which captures the agent’s
disposition (or personality trait) to radically change its mental state
when coping with emotions (the higher is ω, and the higher is the
agent’s disposition to change its mental state when coping with
emotions).

Definition 9 (Update via coping strategy affecting beliefs). Given
a DL-GA-model M and β ∈ {ϕ↑Bel, ϕ↓Bel}, the updated model Mβ is
defined as Mβ = 〈W,∼, κβexc,D,I,C,V〉 where for all w:

κ
β
exc(w) =


κexc(w) if M,w |= ϕ

CutBel(κexc(w) + ω) if M,w |= ¬ϕ and β = ϕ↑Bel

CutBel(κexc(w) − ω) if M,w |= ¬ϕ and β = ϕ↓Bel

ω ∈ Num+ \ {0} and CutBel has been defined in Section 2.3 (Defini-
tion 5).

Coping strategies affecting desirability of l either increase or de-
crease the desirability of l with ω unit.

Definition 10 (Update via coping strategy affecting goals). Given
a DL-GA-model M and β ∈ {l↑Des, l↓Des}, the updated model Mβ is
defined as Mβ = 〈W,∼, κexc,D

β,I,C,V〉 where for all w:

Dβ(w, l′) =


CutDes(D(w, l′) + ω) if β = l↑Des and l′ = l
CutDes(D(w, l′) − ω) if β = l↓Des and l′ = l
D(w, l′) if l′ , l

ω ∈ Num+ \ {0} and:

CutDes(y) =


y if −max ≤ y ≤ max
max if y > max
−max if y < −max

CutDes ensures that the new desirability degree of a literal fits into
the finite set of positive and negative integers Num+ ∪ Num−.

Finally, coping strategies affecting intentions change the com-
mitment function by either adding or removing an intention.

Definition 11 (Update via coping strategy affecting intentions).
Given a DL-GA-model M and β ∈ {−a,+a}, the updated model Mβ

is defined as Mβ = 〈W,∼, κexc,D,I
β,C,V〉 where for all w:

Iβ(w) =

I(w) \ {a} if β = −a
I(w) ∪ {a} if β = +a

The following validities capture some expected properties of cop-
ing strategies affecting beliefs and goals:

|=DL-GA+ Bel≥hϕ→ [ϕ↑Bel]Bel≥CutBel(h+ω)ϕ (10)

|=DL-GA+ Bel≥hϕ→ [ϕ↓Bel]Bel≥CutBel(h−ω)ϕ (11)

|=DL-GA+ Deskl→ [ϕ↑Des]DesCutDes(h+ω)l (12)

|=DL-GA+ Deskl→ [ϕ↓Des]DesCutDes(h−ω)l (13)

4.2 Triggering conditions of coping strategies
In our model coping strategies have triggering conditions which

are captured by the function
Trg : CStr −→ Fml

mapping coping strategies to DL-GA-formulas. For every coping
strategy β, Trg(β) captures the conditions under which the coping
strategy β is possibly triggered. Following current psychological
and computational models of emotions [12, 15, 9], we here assume
that coping strategies are triggered by the agent’s positively va-
lenced emotions (e.g., hope and joy) and negatively valenced emo-
tions (e.g., fear and sadness). In what follows we only discuss cop-
ing strategies triggered by negative emotions.

We assume that an agent that is fearful or distressed because its
intention a will realize the undesirable effect l will reconsider its
intention by taking necessary actions to remove possible uncertain-
ties in avoiding the undesirable l. Such an intention reconsideration
strategy can be formulated as follows:
Trg(−a) =

∨
l∈Lit,i∈EmoInt:i≥θ((Feari(a, l) ∨ Distressi(a, l))∧

BelControl l)
This means that the coping strategy of reconsidering the inten-

tion to perform the action a is triggered if and only if (1) the agent
is either fearful or distressed with intensity at least θ that its in-
tention to perform the action a will lead to an undesirable result,
(2) the agent believes that he has control over l, in the sense that
he can prevent the undesirable result l to be true by performing a
different action. θ is a threshold which captures the agent’s sen-
sitivity to negative emotions (the lower is θ, and the higher is the
agent’s disposition to discharge a negative emotion by coping with
it). Control l captures the appraisal variable called controllability
we have discussed in Section 3.



The above strategy indicates that distress or fear can remove the
intention that causes them. Note that this strategy is enabled by
the belief that the agent has control over the literal l, i.e., the agent
has an alternative plan (say plan b) whose performance avoids the
undesirable consequence l. The following coping strategy ensures
that such an alternative plan b is adopted.
Trg(+b) =

∨
l∈Lit,a∈PAct,i∈EmoInt:i≥θ((Feari(a, l) ∨ Distressi(a, l))∧

Bel〈〈b〉〉¬l)
Furthermore, we assume that an agent that is fearful or distressed

because it believes that the performance of its intention a will re-
alize the undesirable consequence l on which it has no control (1)
will possibly decrease its belief that action a will lead to the unde-
sirable consequence l or, (2) will increase the desirability of l. The
former kind of coping strategy captures wishful thinking while the
latter captures mental disengagement.
Trg(〈〈a〉〉l↓Bel) =

∨
l∈Lit,i∈EmoInt:i≥θ((Feari(a, l) ∨ Distressi(a, l))∧

¬Bel¬Control l)
Trg(l↑Des) =

∨
l∈Lit,i∈EmoInt:i≥θ((Feari(a, l) ∨ Distressi(a, l))∧

¬Bel¬Control l)
Note that differently from intention-related coping, wishful think-

ing and mental disengagement are triggered if the agent appraises
that it has no controllability of the undesirable consequence l, in
the sense that it cannot prevent l to be true (on this see also [13]).

Example 2. Let us continue the example of Section 3. We have,
M∗hal fCharge∧¬ f ullCharge,w |= Distressi(transport1,¬pos)

Suppose i ≥ θ. Given the assumption that Pre(tranport2) = > and
the positive effect preconditions of transport2 with respect to pos,
the robot believes that the action transport2 will place the second
container at the target position, i.e.,

M∗hal fCharge∧¬ f ullCharge,w |= Bel〈〈transport2〉〉pos
and therefore,

M∗hal fCharge∧¬ f ullCharge,w |= Bel Control ¬pos
Following the specification of the triggering condition for intention-
related coping, the robot can now reconsider its intention Inttransport1
and form the new intention Inttransport2 ,
M∗hal fCharge∧¬ f ullCharge,w |= Trg(−transport1) ∧ Trg(+transport2)

5. AXIOMATIZATION AND DECIDABILITY
The logic DL-GA of Section 2 is axiomatized as an extension

of the normal modal logic S5 for the epistemic operator [K] with
(1) a theory describing the constraints imposed on the agent’s men-
tal state, (2) the reduction axioms of the dynamic operators [α], and
(3) an inference rule of replacement of equivalents.
Theory of the agent’s mental state.∨

h∈Num+ exch∨
k∈Num+∪Num− Deskl

exch → ¬excl if h , l
Deskl→ ¬Desml if k , m

Reduction axioms for the dynamic operators [α].

[α]p↔

(γ+(a, p) ∧ ¬γ−(a, p)) ∨ (p ∧ ¬γ−(a, p)) if α = a
p if α = ∗ϕ

[α]Inta ↔

⊥ if α = a
Inta otherwise

[α]exch ↔


exch if α = a
((ϕ ∧

∨
l,m:l−m=h(excl ∧ Belm¬ϕ))∨

(¬ϕ ∧
∨

l:CutBel(l+δ)=h excl)) if α = ∗ϕ

[α]Deskl↔ Deskl
[α]¬ψ↔ ¬[α]ψ
[α](ψ1 ∧ ψ2)↔ ([α]ψ1 ∧ [α]ψ2)
[α][K]ψ↔ [K][α]ψ

Rule of replacement of equivalents.
From ψ1 ↔ ψ2 infer ϕ↔ ϕ[ψ1/ψ2]

Given a formula ϕ, let red(ϕ) be the formula obtained by iterating
the application of the reduction axioms from the left to the right,
starting from one of the innermost dynamic operators [α]. red
pushes the dynamic operators inside the formula, and finally elim-
inates them when facing an atomic proposition. Obviously, red(ϕ)
does not contain dynamic operators [α]. The following proposition
is proved using the reduction axioms above and the rule of replace-
ment of equivalents.

Proposition 2. Let ϕ be a formula in the language of DL-GA.
Then, red(ϕ)↔ ϕ is DL-GA valid.

Theorem 1. Satisfiability in DL-GA is decidable.
Sketch of Proof. Let L-GA be the fragment of the logic DL-GA
without dynamic operators. The problem of satisfiability in L-GA
is reducible to the problem of global logical consequence in S5,
where the set of global axioms Γ is the theory of the agent’s mental
state given above. That is, we have |=L-GA ϕ if and only if Γ |=S5 ϕ.
Observe that every Γ is finite. It is well-known that the problem
of global logical consequence in S5 with a finite number of global
axioms is reducible to the problem of satisfiability in S5. The prob-
lem of satisfiability checking in S5 is decidable [7]. It follows that
the problem of satisfiability checking in the logic L-GA is decid-
able too. Proposition 2 and the fact that L-GA is a conservative ex-
tension of DL-GA ensure that red provides an effective procedure
for reducing a DL-GA formula ϕ into an equivalent L-GA formula
red(ϕ). As L-GA is decidable, DL-GA is decidable too.

�

The logic DL-GA+ of Section 4 is axiomatized by the axioms
and the rule of inference of the logic DL-GA plus the following
reduction axioms for the dynamic operators [β].

Reduction axioms for the dynamic operators [β].

[β]p↔ p

[β]Inta ↔


> if β = +a
⊥ if β = −a
Inta otherwise

[β]exch ↔


(ϕ ∧ exch) ∨ (¬ϕ ∧

∨
l:CutBel(l+ω)=h excl) if β = ϕ↑Bel

(ϕ ∧ exch) ∨ (¬ϕ ∧
∨

l:CutBel(l−ω)=h excl) if β = ϕ↓Bel

exch if β , ϕ↑Bel and β , ϕ↓Bel for all ϕ ∈ Fml

[β]Deskl↔


∨

m:CutDes(m+ω)=k Desml if β = l↑Des∨
m:CutDes(m−ω)=k Desml if β = l↓Des

Deskl if β , l↑Des and β , l↓Des

[β]¬ψ↔ ¬[β]ψ
[β](ψ1 ∧ ψ2)↔ ([β]ψ1 ∧ [β]ψ2)
[β][K]ψ↔ [K][β]ψ

The following Theorem 2 is proved in the same way as Theorem 1.

Theorem 2. Satisfiability in DL-GA+ is decidable.

6. RELATED WORK
Although psychological models of emotion emphasize the role

of emotion intensity and its role in the coping mechanism, most
existing works on logical modeling of emotions have ignored ei-
ther the intensity of emotions or the coping strategies. Adam [1]
has proposed a qualitative formalization of OCC model, ignoring
the quantitative aspect of emotions such as emotion intensity. In
this formalization, she proposed some strategies for coping with



negative emotions defined in terms of belief, desire, and intention
changes. However, in Adam’s approach the intensity of emotions
is ignored such that coping strategies are triggered as soon as emo-
tions are appraised, independent of whether these emotions have a
right level of intensity. In this framework, being distressed about
losing one euro or one million euro would trigger coping strategies.

The logical model of emotion proposed by Steunebrink et al.[22]
has both characteristics of our approach: it provides a logical model
of emotions extended with their intensities and coping strategies. In
this model, an intensity (monotonically decreasing) function is as-
signed to each appraised emotion to determine its intensity at each
state of the model. The coping mechanism introduced in this model
is inspired by action tendency theory [8]. According to this theory,
specific emotions give agents the tendency to perform particular
actions. In the proposed model, coping strategies are developed
for negative emotions and they are meant to reduce the intensity of
emotions. For example, when an agent pities another agent because
one of its goal has been undermined, then the agent tends to per-
form any action with which it can trigger, in the other agent, a grat-
itude emotion towards itself with respect to the undermined goal.
Although this work assumes emotion intensities, it does not elab-
orate on how such intensities can be constructed in terms of more
primitive ingredients such as belief strength and goal strength.

In the computational model proposed by Gratch and Marsella [9,
13], the eliciting conditions of emotions are defined in terms of
quantitative measures such as desirability and likelihood of events.
The model is based on several thresholds that determine when emo-
tions are elicited and how emotions are coped with. The imple-
mentation of the proposed model is called EMA and is applied to
generate predictions about human emotions and their coping strate-
gies. Since the model is quantitative and the authors do no provide
any details about its underlying logic, it is hard to compare this
model with other logical approaches. One can only conclude that
the model proposed by Gratch and Marsella do consider both emo-
tion intensities and coping strategies, though it does not provide
a logical characterization of the emotions, their intensities, or the
corresponding coping strategies.

7. DISCUSSION
In this work we provided a logical characterization of emotions

enriched with intensities and coping strategies. Emotions are de-
fined in terms of graded beliefs, graded (achievement and avoid-
ance) goals, and intentions. The intensity of emotions, which are
determined in terms of belief and goal strengths, are used to trigger
specific coping strategies. We considered only a few coping strate-
gies triggered by negative emotions. In future work, we intend to
extend our analysis to coping strategies triggered by positive emo-
tions. For example, hope or joy with respect to a particular literal
and plan can trigger coping strategies that suspend other plans in
order to create a focus on the literal and plan for which the agent is
hopeful or joyful. Moreover, the emotions discussed in this paper
are defined with respect to an agent’s action. We would like to ex-
tend our model in order to characterize emotions in terms of events
that are independent of the agent’s actions and intentions. Finally,
since in the present work emotions are characterized in terms of
plans, they model the so-called prospective emotions, rather then
actual emotions. We believe that our model can easily be extended
to characterize actual emotions such as being joyful to have already
placed a container at its target position or being hopeful that the
current state of the battery charge is not empty.
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