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' Introduction -

Angelo won the contest. \(
— Angelo participated in the contest.
]
= €

Presupposition in pragmatic sense is to be taken
for granted (Stalnaker 1972) ; or interlocutors

purported to (Lewis 1979).
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Introduction

Angelo won the contest.

Angelo didn’t win the contest.

If Angelo won the contest, he will
celebrate.

Did Angelo win the contest?

It’s possible that Angelo won the
contest.

— Angelo participated in the
contest.

uniform

Heim (1983)
Beaver (2001)
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Introduction
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Heim (1983) Soft.vs. Hard
Beaver (2001) triggers

cancelable;
uniform through
quantification

Abusch (2002, 2010)
Charlow (2009)

Y



Introduction

(1) | don’t know whether
Linda participated in the
contest or not.

But if she won, she will
celebrate.

(2) | don’t know whether

RitoTa anybody saw the cat.
Heim (1983) SOIt.VS- 2EIE)  #But if it is Angelo who saw it,
Peav el riggers he should let me know.

cancelable;
uniform through
quantification

Abusch (2002, 2010)
Charlow (2009)
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Introduction

(1) a. All of the students smoke Marlboro too.
b. None of the students smoke Marlboro too.
c. Some of the students smoke Marlboro too.
d. - All of the students smoke something other than Marlboro.

(2) a. All of the students stopped smoking.

b. None of the students stopped smoking.
c. = All of the students used to smoke.

cancelable; d. Some of the students stopped smoking.

uniform through
quantification

Abusch (2002, 2010)
Charlow (2009)

Y

e. ' All of the students used to smoke.



Introduction

uniform o
Soft vs. Hard O
Heim (1983) ORIt V5. a2
Beaver (2001) triggers °

cancelable;
uniform through
quantification

Abusch (2002, 2010)
Charlow (2009)

alternatives,
triggers=strong
scalar

Chelma (2009, 2010)
Romoli (2015)



Introduction

Game-Theoretic

Pragmatics 9 T
’b@h/
Rationality Or%
Franke (2009)
Rothschild (2014)
uniform COQO‘ alternatives,
Heim (1983) Soft vs. Hard a2 triggers=strong
Beaver (2001) triggers ° scalar
cancelable; Chelma (2009, 2010)
uniform through Romoli (2015)
quantification
Abusch (2002, 2010)
Charlow (2009)
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Introduction

Distinguish
Types/Situations

speaker expertise vs. non-expertise

Construct Models

basic model and solution
extended models and solutions

Apply Models

soft presupposition, scalar implicature
B: expertise (negation, conditional,
existential quantification)

E: expertise (universal quantification),
non-expertise

Predict Projection

cancelability; non-uniformity




The Model-Basic Model and Solution

- «/ A

Type/Situation Speaker Strategy Hearer Strategy
Speaker Expertise Intentionally consistent (IC) IC
teT"” ges=(AM),t=[m] p € H=(A(T)M), t = [m]
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The Model-Basic Model and Solution

- «/ A

Type/Situation Speaker Strategy Hearer Strategy
Speaker Expertise Intentionally consistent (IC) IC
teTW GES = (A(M))T, t = [m] p € H=_AMM"),t=[m]
\ Failure: 0
| if i # j
Payoff Function Success: 1
Uy (ti,m,t;),N € {S,H} ifi = j
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Signaling Game: B

: Type Knowledge
: t, {w,,}
| £, {w.}

The Model-Basic Model and Solution

b
V3
s
N H H
t1/ \tz ‘ L
(1,1)| (0,0) (1,1)

» speaker intention: ¢, t.

* hearer prior belief: p=Y>.

* messages: weak-m,, strong-m,.
[SEheasENIENRESTaRon: Lol .



The Model-Basic Model and Solution

Solution: iterated best response (IBR)

reasoning framework

arbitrary IC

strategy

— S,

Ho BR to IC

best response
(BR) to S, M L
BR
to H, — 52 N
idealized___ fixed point ||fixed point

solution

les(t) € argmax EUs(m, t, p)
| meM

I
|
l teT
l

Pr(t)xo(Mm|t)

idealized eu(tlm) =

l
I
l
interpretation | ]
}°EUs(m» t,p) = :
| Z p(m,a) x Ug(t,m,a) }

BR |
. 1 teT |
to M }-h('m) € argmax EUy(t, a,u) }
| I
| l
BR l.EUH(t) a) ﬂ) = ;
to S, Z utim) x Uyt ma) |
l
|
I
|

Zyrer Pr(t")xo(m|t")

“solution L__ __ _“ter "> 77V



The Model-Basic Model and Solution

Signaling Game: B

t N t
15 15
S S
Ht N H H
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The Model-Extended Models and Solutions

Signaling Game: E,

speaker intention: ¢, t,, £.
hearer prior belief: p, 1-p.
messages: /m;, m, , m;.

hearer interpretation: ¢, &, , &;

— — — — — — — — — — — — — — — — — — —
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Signaling Game: E,

S L) S
-------------------------- -
WA A_” \\”ZZ— _____________ /(an \[113
H

he Model-Extended Models and Solutions

H

A ONI A INEYAN ’/’2\’3 -/ \’3 \

0,0)(0.0) (0.0)(1.1)(0,0}{(1,1)

o)

—_——— e — — — — —,

; o(ty) =my p(my) =t :
| §* =4q0(tz) =my, H" ={p(my) =t |
:____ o(t3) = mg



The Model-Extended Models and Solutions

Signaling Game: E,

» speakerintention: ¢, t,, £. |

| |

i | |

| 7 | : : 1- |
I ; {W,} | |= hearer prior belief: p = 79/,, q. |
| 2 {w} | '* messages: mm, . |
6 Am,w} 1. hearerinterpretation: £, &, t, |



The Model-Extended Models and Solutions

Signaling Game: E,

t - t,
t
2 q
)
) S m,
[V (I M
H H H H
t1/ t, t; t1/ t, t; £, t/ t \1-3
(1) (00) (0.0} fo,0) [1.1) [0.0 1,1) (0,0 [0.0§(1.1)

1 _________________________ i

1 p(my) =t 1|

| olty) =m, {p(ml) —;9%5 |

| $* =<0(t) =m,, H = B |

; o(tz) = my {p(ml) B t?’,q >

¥ e \p(my) =t ~ 3 |
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The Model-model Comparison

w
Chelma Model Parikh Signaling Rothschlid Franke IBR
Game Game Model Model
Projection: Expertise: speaker type solution: weak Starting point:
exhausitification vs. knowledge dominance semantic vs.
principle vs. payoff. | t: situation vs. intention; | reasoning vs. IBR. intentional
Signaling game. solution: Pareto- Cancelability; consistent.
dominating equilibrium | Reasoning. Prior belief:
vs. IBR. unbiased vs.
Expertise; Reasoning. biased.
Cancelability.
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Applications
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Correspondence with B

Expertise: S knows about the presupposition/weak
implicature.

Alternatives: <strong, weak>. eg. <none, some but
not all>, <not participate, participate but not win>.




Applications

©)
o

Correspondence with E,

Expertise: S knows about the presupposition/weak

implicature.
Alternatives: <V, 3=V, - >, eg. <all participate,
some but not all participate, none participate>.




Applications

©)
=

Correspondence with E,

Non-Expertise: S does not know about the
presupposition/weak implicature. g=1
Alternatives: <strong, weak>. eg. <none, some but
not all>, <not participate, participate but not win>.




' An Evolutionary View

ighorant

guantifiers



Summary and Future Work

summary ,

Prediction

Two predictions on projection
are given.
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Summary and Future Work

Corpus Study Neuroscience Test Al Simulation
Compare our Test our assumption Simulate our
predictions with of rationality in reasoning framework
corpus study results. neuroscientific with computer
experiments programming.
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' THANK YOU FOR LISTENING '



