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ABSTRACT. In this paper, we introduce the concept of a vague class, based
on which we give a resolution for the bald paradox, and explain how it arises.
In a formalization part, we add equality symbols &#p and monadic predicates
Op to a first-order language. Based on #p and ©p, vague predicates are
formalized in an extended first-order language £, and then vague classes are
captured in a first-order way. Capturing vague predicates (vague classes) in
an extended first-order language is a new method for dealing with vagueness,
different from approaches that try to capture vagueness by introducing more
truth values.!

1 Motivation

Vagueness is a common phenomenon in natural language. The literature on vague-
ness flourished since the 1970s, and there are different proposals to interpret vague-
ness and resolve the Sorites paradox. Among these approaches, three-valued log-
ics, fuzzy theories, super-valuationism and epistemicism are the most influential.
Though influential, each approach has been questioned from a technical aspect or
from its intuitive reasonability.

This paper focuses on the simplest and typical vague expressions such as bald,
tries to give a concept of vague class, and based on vague classes, a resolution to
the Bald Paradox is given. An adequate study of vagueness needs to answer three
questions: (1) What are the nature of vague expressions? (2) What about the truth
value of borderline cases? (3) Why is the conclusion of the Bald Paradox wrong,
and why does the reasoning look so reasonable? This paper tries to answer these
questions. Section 2 is about Questions (1) and (2), Section 3 is about (3), and
Section 4 continues with the analysis in Section 2.

In this paper, “bald” and the Bald Paradox are the running example. In fact,
“bald” only represents one type of vague class, but a simplest one. Vague classes
as defined in this paper, based on the case of “bald”, cannot cover all other types
of vagueness. In order to cover more types, we need further study.

IThe paradox to be discussed is known under various names in the literature, such as the Sorites, or
the Paradox of the Bald Man. In this paper, for brevity, we use the term “Bald Paradox”, emphasizing
our focus on the functioning of the vague predicate bald.
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2 Vague classes
2.1 The intuition of a vague class

In fuzzy logic, there are fuzzy sets corresponding to vague expressions. The core
concept for fuzzy sets is degree of membership. A member does not simply belong
to a set or not, there is a measures to how an object belongs to a set. For instance,
for “young people”, we may use age as a criterion for membership; for “bald”,
we may use the number of hairs. Membership can be established by ‘scientific’
methods.

Degree of membership depends on a measure perspective. But in our view, un-
derstanding a vague predicate in daily life usually involves a natural perspective of
agents’ impressions, the scientific measure perspective is something acquired.? So,
we will introduce the concept of vague class based on impressions. Classes with
unclear bounds are vague classes, for instance, bald, young, fatty, good student,
etc.

Consider the formation of the vague class for “bald”. First, there are samples of
objects that we consider bald. Second, if an individual is indistinguishable from
a sample with respect to being bald, then that individual is bald. Hence, a vague
class has two basic elements: the sample and the distinguishing power.

For distinguishing power, we use an indistinguishability relation. Through in-
distinguishability surrounding the samples, some objects are gathered, forming an
object class. The higher the distinguishing power, the fewer indistinguishable ob-
jects left. Classes obtained in this way come wholly from an agent’s cognition.
Because our distinguishing power is not stable, this kind of class is vague, it is
influenced by many factors, such as context and situation, and different cognitive
agents may have different distinguishing power.

Something to be highlighted is that whether an individual is bald or not depends
on our overall impression. In the process of forming this impression, we did not
count numbers of hairs. In other words, “bald” is not a class obtained by counting
numbers of hair, it is obtained by our cognitive impression. Although the number
of hairs is relevant to determining whether someone is bald or not (more than a
certain amount is surely non-bald, less than a certain amount is surely bald), since
adding or removing several hairs does not affect the overall impression, the number
of hairs is not an exact factor for determining whether someone is bald or not.

Here, two kinds of cognitive styles are involved. One is to get an overall visual
impression with ‘distance’, the other is a closer observation of the number of hairs.
For simplicity, we call these two ways as ‘macro-impression’ and ‘micro-count’
respectively. “Bald” is a class obtained by macro-impression, not by micro-count.

2For the details of 2 perspective, see 3.1.
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2.2 Mathematical description of vague classes
A vague class has two basic elements: sample and indistinguishability relation.

Sample Samples are standard individuals confirmed by an agent. Samples are
always about something, This something is the sample’s subject. For example,
there are samples of “bald”. We denote the subject of a sample as 7, and the
sample set of subject 7 as 6.

When we say that two objects are indistinguishable, the concept of an indis-
tinguishability relation is needed. We introduce two kinds of indistinguishability
relation in this section.

Indistinguishability relation 1: x ~. y (z and y are indistinguishable on 7).

This says that, in a macroscopic perspective, individuals are indistinguishable
on some subject. For example, in a macroscopic perspective,  and y are indistin-
guishable on the subject “bald”, or on the subject “tall”. It is possible that  and
y are indistinguishable on the subject “bald”, but distinguishable on the subject
“tall”. Being indistinguishable on some subject does not mean being indistin-
guishable on all subjects.

z and y being indistinguishable on 7 can also be understood as: on 7, the dif-
ferences of = and y are invisible ( cannot be detected), or the difference is so tiny
that it can be ignored.

Indistinguishability relation 2: z ~(, ) y

In indistinguishability relation 2, a distinguishable condition or circumstance ¢
is added: under condition ¢, on subject 7,  and y are indistinguishable.

This relation will be denoted as: ¢ — x ~; y or x =, ) ¥.

Since whether two individuals are distinguishable or not depends on an agent’s
cognitive ability, there are many influencing factors. For example, to determine
whether a man is bald or not is influenced by viewing distance, lighting, sum of
hairs, colors, etc. All these factors are denoted by ¢.

Definition 1 An indistinguishable set on 7 under condition ¢ and based on a
sample x is: ¢( oy () = {y 1 T ~(+ 4 Y}
Definition 2  Let 6.- be a sample set with subject 7, ¢ is a distinguish condition.

Vague class is: A(07,¢) = Ugeo, @ (r,p) ().

The core of A(0,, @) is: K(A(0r,¢)) = Ngeo, P(r.p)(T)

The border area of A(0., ) is:

;U’(A(e‘rv T, 90)) = A(era @)—K(A(e,r, 90)) = Uaveé?T ¢(‘r,<p) (x)_ﬁaveé?T ¢(‘r,<p) (LU)

A vague class A is a class decided by a sample set 6 with subject 7 and distin-
guish condition ¢, which has two parts: core region and border area.

If a distinguish condition ¢ and a sample set 6, are given, and x is an object
under subject 7, we then say that x is 7 under condition ¢ and sample set 6, for
short, x is 7.

Based on Definition 2, we get:
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FACT 1.

xzisT,ifx e A(0,,p).

x is a standard 7, if x € K(A(0;,p)). If x is standard then x is not vague. All
samples are standard.

x is a vague T, if x € u(A(0-, p)).

zisasample of 7, if z € 0.

2.3 Vague degrees
Based on vague classes, we now discuss the concept of a vague degree. There are
two kinds of vague degree: vague degrees of vague classes and vague degrees of
objects. We start with the first.

When A(0., ) is finite, it may have a vague degree.
Definition3  The vague degree of a vague class A(6;, ) is denoted as VA(A(6, ¢))

_ 1sCA-, )
[ A6, )]

The greater the value of x(A(6,,y)) , the smaller the vague index of A(6.,¢),
and the more A(6,, v) approaches to a precise class.

When |(A(0,,¢))| = ||A(6-, ©)|, thatis to say, every individual in | A(6,, ¢)|
is standard, we have VA(A(0,,)) = 0.

Clear classes can be defined by means of vague degrees of vague classes:

Definition4  A(6,, ) is a clear class if and only if Vd(A(6,,¢)) = 0.
Clear class are a special case of vague classes. Normal sets are clear classes.

VA(A(0-,¢)) =1

Proposition 1  A(6,,¢) is a clear class if and only if |u(A(f,,¢)| = 0. In
particular, A(6., ) does not have a border area.

Thus, the reverse of a vague class is a clear class. If A(6;,) has no border
area, it is a clear class.

Now, we discuss the vague degree of an object x according to a vague class
A(O-, ).
Positive vague degree: The positive vague degree says to what extent an object
z is 7. This is proportional to how many samples z are indistinguishable from.
Intuitively, if x is indistinguishable from all samples, then “z is 7 is not vague.
(If one is indistinguishable from all samples of “bald”, then the vague degree of
“he is bald” is O: one is bald for sure, which is not vague at all.)

By definition 1, we obtain:

FACT 2. Let y be a sample (y € 6;). « is indistinguishable with y if and only if
T € P(r,p) Y-

Ho(rp)y T € drp)y,y €0}
16~

Definition 5 vd*(z, A(0,,9)) =1-
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vd* (x, A(0-,¢)) is the vague degree of ‘z is 7. If « is indistinguishable with
all samples, then [{6r. )y & € &(r. )1,y € 02 1| = 021, vd* (2, A(6r, ) = 0,
this means that « is a standard 7, and belongs to A(6., ) with no vagueness.
Otherwise, we can get a number a, 0 < a < 1, the vague degree of ‘z belongs to
A0, p) is a.

Negative vague degree: to what extent an object x is not 7.

To what extent an object x is not T, it is proportional to how many samples x is
distinguishable from. Intuitively, if = is distinguishable from all samples, then ‘z
is not 7’ is not vague. (If one is different from all samples of bald, he is not bald
for sure, then the vague degree of ‘he is not bald’ is 0.)

{b(ro)y s 2 € Oy y € 0|
16~

When we make a judgement on whether an individual is 7, the greater the sam-
ple set is (that is, |0, || is greater), the more precise the vague degree is (whether
positive or negative, it will acquire more decimal place). This indicates that, to get
more precise vague degree, usually we need to find more samples.

Definition 6 vd (z, A(0,,¢))=1-

3 Vague classes and a resolution of the Bald Paradox
3.1 The analysis on bald paradox

How do we judge whether a man is bald or not?

Whether an individual is bald or not is decided by an agent’s visual impression.
At the same time, being bald or not has a relation with the number of hairs. To
judge whether an individual is bald, the number of hairs has some kind of power to
decision power: up to a certain number, the individual must be bald, over another
certain number, the individual cannot be bald.

Impressions are holistic and vague, while the number of hairs is discrete and can
be accurately measured. So, there are two different perspectives: bald is a global
‘macroscopic’ impression, number (of hairs) is a result of close or ‘microscopic’
observation and count. In other words, impression is a cognitive outcome obtained
in macroscopic perspective; the number of hairs is a cognitive outcome acquired
by a cognitive measurement perspective. We will call these two perspectives whole
or impression perspective versus measure or quantitative perspective, respectively.

Based on the above analysis, our views are these: the Bald Paradox is an epis-
temic problem, it should be discussed in an epistemic frame. It originates from
the difference of two perspectives: impression and measure perspective. Repeated
conversions between the two perspectives lead to puzzles.

Switching back and forth: If a man with n hairs on his head is bald then a man
with (n+1) hairs on his head is bald. ‘n hairs’, ‘(n+1) hairs’ come from a measure
perspective, which focuses on hairs and sum of hairs. *...is bald’ is an impression
perspective, which focuses on the phenomenon of baldness.
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If a man with n (number) hairs on his head is bald (impression) then a man with
(n+1) (measure) hairs on his head is bald (impression).

We judge whether one is bald or not by a macroscopic perspective, not by count-
ing the number of hairs. If we only use a macroscopic perspective, vagueness is
possible, but there is no paradox. When measure perspective is added to impres-
sion, and the two perspectives switch to each other repeatedly, the paradox arises.

To resolve the paradox, we need to get rid of the connections or break the
switching. It is not reasonable to get rid of the connections, because the num-
ber of hairs has a basic relation with being bald. So we consider breaking the
switch. Suppose the upper bound is m, then, when counting the hairs to m, switch-
ing should be stop. Now the problem is how to set the upper bound, and to us, it is
based on the concept of a vague class.

3.2 Vague classes and a resolution of the Bald Paradox

Definition 7 Let f(x) be the sum of z’ s hairs. 7 = B (bald), For any = «
k(A(0B,p)), we set

G(A(0p, ) = Max({f(x) : x ¢ K(A(0B,¢))}

H(A(0B,¢)) = Maz({f(z) :z € A(05,¢))}

G(A(0p,¢)) and H(A(Op,p)) are two boundaries around A(fp, ) from
a hair sum viewpoint. G(A(0pg,p)) is the upper bound of A(fg,p)’s core.
H(A(0p,p)) is the upper bound of A(0p, ).

‘We make two quick remarks:

If f(a) > G(A(OB,¢)), thatis, z ¢ K(A(0p,p)), a cannot be a standard bald
object.

If f(a) > H(A(0B,¥)), that is, x ¢ A(fp,¢), a cannot be bald with sample
set # under condition .

Something should be underlined here. First we get a bald class by sense and
impression, after that, we measure this class and get two features of this class:
G(A(0p,¢)) and H(A(0p,¥)). Itis not true, though, that we get or define bald
classes by both G(A(0p,¢)) and H(A(0p,¥)).

For any A(05, ), due to the upper bound on the hair sum, the induction on
hair sums in the Bald Paradox does not go through.

Instead, the inductive argument should be rewritten to a conditional induction:

Condition 1: for any x,y € A(0p,¢), f(y) =z +1, f(y) < G(A(0B,¢)).

Condition 2: for any x,y € A(0p,¢), f(y) =z +1, f(y) < H(A(0B,¢)).

When condition 1 is satisfied, if x is bald, then y(f(y) = = + 1) is bald, and it
is standard bald.

When condition 2 is satisfied, if « is bald, then y(f(y) = « + 1) is bald, and y
also could be non-standard bald.

The restrictive conditions (resulting in the upper bound) ensure that we will not
introduce new individuals by this induction. Thus, the paradox is dispelled.
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3.3 Answers to some possible questions

In summary, the basic method to dispel the Bald Paradox is this. According to
intuition, the induction should have an upper bound, if it goes beyond the upper
bound, the induction is not valid any more.

This method seems to be right, but there are several questions we need to an-
SWer.

Suppose there is an upper bound n,

(1) Why is n so exact? How to determine this n (the problem of selecting the
upper bound)?

(2) Since n is an upper bound, and for bald, n + 1 and n look no different, n + 1
(or n—1) could also be upper bounds. Then, any n could be an upper bound. (The
lifting of upper bound).

Here is our answer to these problems. n is determined by A(0g, @), A(05,¥)
is determined by samples and distinguish power, n is not determined by informa-
tion on the number of hairs. n is obtained by impression, not by measure. Under
some conditions and impressions, we get n. We can also get n + 1 under other
conditions and impressions, but that is because we are under different conditions.
Under certain conditions, by impression we get only a certain n.

4 A formulation for vague classes
4.1 Language

Let £ be a first order language, £* is an extension of L.

In £*, we add countably many new monadic predicate symbols II (vague pred-
icate) to L, for any P ¢ I, there are equality symbols & p and monadic predicates
Op. We add two types of formulas to the first-order formulas of £: = ¥p y and
Opx.

Definition 8: For any P ¢ II,

Px:=3y(Opyrxnpy)

O Pz :=VYy(Opy > x 8py)

OPz:=3y(Opyrzspy)AIy(Opy A-z &py)

Here are the intuitive meanings for these formulas:

x §p y: x is indistinguishable from 3 on P>

Opx: x is a sample of P.

@® Px: x is a standard P.

OPzx: x is a vague P.

Pz: xis P.

Now we will show how to express various baldness assertions in £*.

3Whether 2 individuals are distinguishable is a problem that depends on an agent’s cognitive ability.
To make our basic analysis simpler, we did not introduce explicit parameters for agents. Then the
language and semantics can be seen as characterizing one single agent’s vague classes.
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Opz: x is a sample of bald.

Bz :=3y(Opy Az npy)

Bzx: x is bald.

—~Bx: x is not bald.

=Bz < -3y(Opy Az #p y) < Yy(-Opy Vv -(z ¥ y)) < Yy(Opy —
~(z®BY))

® Bz :=Br AVy(Opy > &g y)

® Bx: x is standard bald.

- ® Bx: z is not standard bald.

~©@Bz < ~(Bx AVy(Opy >z ~8pY))

< -Bx v Iy—~(Opy > x ¥ y) <> -Bx v IYy(Opy A -z ¥p y)

Bx A = ® Bz:z is non-standard bald, x is bald, but not standard bald.

BxA-Q® Bz < BxAJy(Opy -z 8pY)

OBzx: z is vague bald. (or z is bald vaguely)

OBz = Bz AJy(Opy A -z 8B Y)

OBz < Bx A -(© Bz, A vague bald man is a non-standard bald man. Vice
versa, a non-standard bald man is a vague bald man.

-(QBz: x is not vague bald. (x is standard bald, or, x is not bald)

-OBz < Vy(Opy -z 85 y) vVVy(Opy - ~(z 85 y))

Bx, © Bx and O Bx are abbreviations of complex formulas. Thus, all kinds of
bald (® Bx, OBz and even Bz, etc.) are not primitive notions, they are defined
by samples and distinguishing power.

By definition 8, we can get:

OBz — Bz, A vague bald man is a bald man.

® Bx — Bz, A standard bald man is a bald man.

©® Bx - -OBx, A standard bald man is not a vague bald man (standard is not
vague).

OBx - - Bz, A vague bald man is not a standard bald man (vague is not
standard).

OBz < Bx A - (® Bz, vague bald is equivalent with non-standard bald.

4.2 Model

The semantics for £* extends the standard semantics for £, composed of structure
A = (D, n), a valuation p and an interpretation o = (A, p). An interpretation is our
notion of ‘model’.

In £*, we add vague predicates set II, and for any P € II, an equality symbol
~p and monadic predicate © p. In L*-semantic, we need some new elements to
interpret these new symbols and the resulting new formulas.

Definition 9 A L*-structure is a tuple B = (D, n, T, {~,: 7 € T},0,£), a valua-
tion p and an interpretation o = (B, p).
B is an expansion of A = (D, n), adding the following components:
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T + @ is a subject set (subject to distinguishing).

For any 7 € T', ~ is a reflexive and symmetry relation on D.

For any 7 € T', 6 is a sample choice function (6 : T — p(D)). For every subject
7, there is a sample set §(7) € D with (1) x 8(7) Cw~..

& I - T. For any P e II, we interpret predicate P as a subject 7, or, assign a
subject to every predicate, {(P) = 7, £ is similar to 7.
Definition 10

(1) If «v is a first-order £-formula, then o () is the same as in the definition for
L-semantic.

2) (Op())° = { 1 ifa” by

otherwise

1, ifx? mepy y”
0, otherwise

(3)93%Py={

Definition 11 (Satisfiability and validity) Given a £* -formula «.. If there is an
interpretation o = (V, p), such that o(«) = 1, then « is satisfiable. If for any o,
there is o(«) = 1, then «v is valid, denoted as = a.

Propositions 2
()= OBx - Bx
2)=@O®Bx - Bz
3)=®Bx - -OBx
@ EQOBx—>-0Bx
8 OBx < BxA-(O Bz
(6) = 3YyOpy -~ (® Bx — Bx)

The intuitions for clauses (1) - (5) were given in Section 4.1. The meaning of
(6) is this: under the condition that a standard bald man exists, a standard vague
bald man is a bald man. The proofs of (1) through (6) are routine.

4.3 Some explanations on truth value

When we make a judgement on whether a man is bald, samples and the indistin-
guishability relation are very important factors. When we choose samples, it is
easy and not vague, but when we judge whether a man is bald or not from sam-
ples, vagueness arises. Our definition of baldness does not deal with vagueness in
judgement, it only says that, when the judgement is done, we get a bald class. The
dividing line between bald and non-bald is strict, and bald and not bald are con-
tradictory to each other. Thus, from the view point of truth values, our treatment
of these predicates is 2-valued. In the same way, standard bald and non-standard
bald are 2-valued too.

Intuitively, bald and non-bald should be contradictory relations. We cannot say
that an individual is both bald and non-bald. On the other hand, sometimes, it is
difficult to distinguish bald and non-bald strictly, there is a vague area, which is
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also according to intuition. What we can say is that the former intuition comes
from logic, the latter intuition comes from cognitive reasons. In this paper, what
we discuss is the concept bald, in other words, we discuss how to define bald.
Under the 2-valued definition of bald, the dividing line between bald and non-bald
is clear, not vague. This is a theoretical definition. Our theory does not focus
on how to decide whether an individual is bald or not based on samples, which
is a cognitive problem. In a practical judgement, the boundary between bald and
non-bald is still vague, and relies on our impressions. That is our cognitive reality.
Vague class theory does not solve the cognitive problems for assigning bald.

S Comparison with other approaches
5.1 Impressive versus measure perspective

To capture the nature of vague expressions, this paper introduced the concept of
a vague class. As we have mentioned in Section 2.1, in fuzzy theories, there are
fuzzy sets corresponding to vague expressions. The core concept for a fuzzy set
is degree of membership, which depends on what we called a scientific measure
perspective. In our opinion, to understand a vague expression, what we use is
an impressive perspective, not a measure perspective. Based on this view, we
introduced vague classes, an impressive perspective-based concept.

5.2 Indistinguishability versus indifference relations

In this paper, a vague class has two basic elements: the sample and the indistin-
guishable relation. In our extended first-order language £* with equality symbols
~ p for indistinguishability, and monadic predicates O p for samples, we defined:

Bald: Pz :=3y(Opy Az &py)

Standard bald: ® Pz := Vy(Opy — = ¥p y)

Vague bald: QPx := y(Opy Az ap y) AJy(Opy A-(x 8p y))

Here is another approach. In [1], arepresentative paper on the tolerant approach
to vagueness, the concept of an indifference relation is introduced. The principle
of tolerance can then be stated as:

Vavy(P(a) Az -py = P(y))

Here - p is an indifference relation which is reflexive and symmetric, but possi-
bly non-transitive. In the opinion of the authors, if the semantics of vague predicate
is made sensitive to such indifference relations, the tolerate principle can be vali-
date. Intuitive said, x is tall tolerantly if there exists an individual y such that x is
similar to y by way of how tall x looks, and y is tall classically. In the specific pa-
per mentioned, the authors defined three distinct notions of truth to capture vague
predicates: tolerant truth (t-truth), classical true (c-truth), strict true (s-truth). The
relations between t-truth and c-truth, s-truth and c-truth can be represented as fol-
lows*:

“4For more details, see the cited paper.
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M E! P(a) iff 3d ~p a: M ¢ P(d)

M *® P(a) iff 3d «p a: M € P(d).

Now, we compare the two theories. At first glance, they are very similar in their
intuitive ideas, and we even could find a rough correspondence, using the authors’
notions of truth and our Definition 8 above:

Indistinguishable relation =~ VS Indifference relation,

OPx(vague bald) is true VS Pux is t-true’,

©® Pz (standard bald) is true VS Puz is s-true,

O py(a sample of bald) is true VS Px is c-true.

But when we go into details, the differences appear.

Firstly, in this paper, we define Pz, OPx and © Pz in an object language
L*, here as the tolerance approach uses three kinds of truth, and tries to capture
their distinctions through model theory. Second, to define Pz, © Px, and O Pz,
crucially for us, samples O py are introduced in this paper, which are based on an
individual’s cognition. In the cited tolerance approach, the part corresponding to
O py is Py which is classically true, there is no cognitive perspective. Finally, our
approach has only one truth, making the system 2-valued, whereas the tolerance
approach uses at least three truth values.

5.3 Related work

What are the truth values of borderline cases? Different approaches have differ-
ent ideas. In fact, many approaches try to capture vagueness by changing clas-
sical valuations. Three-valued approaches introduce a new truth value I (indef-
inite/indeterminate) to capture the intermediate state in between T (true) and F
(false). In fuzzy theories, sentences are true to some degree in [0, 11°: for exam-
ple, ‘Tom is tall’ may have a degree of 0.87. Supervaluationism introduces the
technique of truth value gaps to vagueness. Fine [2] in particular proposed to ac-
count for the logical behavior of vague predicates by making a distinction between
truth and ‘supertruth’. A proposition is supertrue at a partial specification if it
is classically true at all complete extensions. Epistemicists believe that there are
strict boundaries between true and false. We cannot know where it is only because
of agents’ cognitive limitations: therefore, in epistemicism, classical 2-valuedness
is preserved.

Let us briefly mention a few issues that face theories in the area. In technical
aspects, many-valued approaches (including three-valued approaches like that of
[1], fuzzy theories, and others, have many problems, both in validities 7 and in the

5The ‘true’ in left part is given in definition 8 of this paper, the ‘¢-true’, ‘c-true’, ‘s-true’ are concepts
of [1]

SFor fuzzy theories, tautologies are true to degree 1, contradictions are true to degree 0, and contin-
gent propositions may be true to any degree corresponding to a real number between 0 and 1.

7P(a) v -P(a) is not a tautology, and P(a) A ~P(a) is not a contradiction.
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famous problem of ‘penumbral connections’. 8 Moreover, higher-order vagueness
is another prominent problem which many-valued approaches have to face. ° The
supervaluation approach can give a good analysis of penumbral connections, but
it has problems with interpreting higher-order vagueness. Since 2-valued classical
logic is preserved, epistemicism has no pressure when facing the technical prob-
lems mentioned above, but in a logical perspective, keeping 2-valued classical
logic means that there is nothing new. If what we want to capture is how ordinary
people (with imperfect logic) use vague expressions in daily life, classical 2-valued
logic is not enough.

In this paper, there is a 2-valued definition of bald. From the perspective of
technique, it is simpler than many-valued approaches and the supervaluation ap-
proach. On the other hand, different from the classical 2-valuedness of epistemi-
cism, in this paper, vague predicates are defined based on samples and distin-
guishing power, and ordinary people’s cognitive factors are considered and partly
captured in our theory.

In addition to technical considerations, there is a deeper motive. We think that
vague classes are based on human cognition, they do not primarily depend on
truth. The concepts of truth and scientific measurement are acquired later on. To
emphasize these ideas, we introduced the notion of sample © py which reflects our
cognition, and we do not continue the traditional ways of emphasizing truth-value
changes.

5.4 Sorites paradox

We add a few comments on solutions to the sorites paradox. The three valued
approach ([13]) thinks that, because there is at least one not true (F or I) premise,
we cannot get the conclusion by the standard inferences in the paradox. Fuzzy
theories have two ways of dealing with the paradox. If the consequence relation
requires keeping perfect truth, because the inductive premises have value almost 1
(but not perfectly true), we cannot get the conclusion. If the consequence relation
itself requires maintaining true to a degree, then ‘-’ is non-transitive in the anal-
ysis. In the supervaluation approach, the inductive premise is (super-)false under
the interpretation, and the Sorites paradox is blocked. Epistemicists think that the
inductive premises are not always true, and then the conclusion need not be true.
In short, there are mainly two ways to resolve the Sorites paradox: showing that

8 As an illustration, consider the three-valued approach. (1) If a is indeterminate pink (P), red (R) and
small (S), thenP(a) A S(a) is indeed still indeterminate, but P(a) A R(a) should be false. Similarly
with P(a) v S(a) versus P(a) v R(a): the former is indeterminate as desired, but we want the latter
to be true. (2) Suppose that a and b are both borderline cases of tall individuals, though b is, in fact, a
bit taller. Then T'(a) A =T'(b) should be false, but is predicated to be indeterminate. Fuzzy theories
make similar wrong predictions for many other complex sentences as well.

91f we do not believe that there is a strict border between tall and not tall, then it is hard to believe
that there are two strict borders between (i) the tall and the borderline cases, and (ii) the borderline
cases and the not tall ones.
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the inductive premise is not true, or cutting off the inference chains by denying
transitivity. Every theory mentioned can resolve the paradox, but the key point
is what they are based on (their interpretation for vagueness), and this should be
able to make clear the mechanism underlying the paradox: why it is wrong, even
though it looks reasonable.

In this paper, we give an analysis of the Bald Paradox, we judge whether one is
bald by a macroscopic perspective, not by focusing on measuring numbers of hairs.
If we only use a macroscopic perspective, vagueness is possible, but there is no
paradox. When the measure perspective is added to that of impression, and the two
perspectives switch to each other repeatedly, the paradox arises. The basic method
to dispel the Bald Paradox our view is this: according to intuition, induction should
have an upper bound, and if it goes beyond the upper bound, the induction is not
valid any more.

6 Conclusion

In this paper, taking the simplest vague predicate “bald” as an example, we intro-
duced the concept of a vague class. Based on vague classes, we gave a resolution
to the Bald Paradox, and explained why it arises.

Vague classes are expressed by vague predicates. Vague predicates can be de-
fined in an extended first-order language. Based on samples and distinguishing
power, we defined bald, standard bald and vague bald, as an attempt to interpret
vagueness in formal language. Constructing a new kind of predicate in a formal
language to capture the nature of vague predication is a distinctive feature of this
method. It is different from the usual truth-value changing approaches. Another
special feature is our distinction between the impressive perspective and the mea-
sure perspective. In daily life, we usually use the impressive perspective when
employing vague predicates. The Bald Paradox is a kind of sophistry making use
of repeated switching between impression and measurement perspectives. The
resolution method in this paper stops this conversion at a certain stage.
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